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Abstract

In the last twenty five years Geographic Information Systems (GIS) have moved
from being expensive, mainly research orientated, tools to computer applications that
reach into many peoples everyday lives. This paper considers whether the predictions
made a quarter of century ago about the joint dependency of GIS and population
censuses have been realised. When GIS software, hardware and data capture were
expensive there was a need to justify the investment. Similarly the cost of population
censuses was high and there was a need to justify the expense involved in such an
activity. Thus the functionality (often at that stage vapourware) offered by GIS
was used to justify continuing with population censuses and the benefits that could
be derived from using population censuses as ‘ground truth’ justified the continuing
development of GIS functionality. This paper looks at what actually happened and
if either argument has stood the test of time.
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1 Introduction

With the decreasing cost of storage and the increasing processing power per unit
cost, various forms of Geographic Information Systems have become common place.
GIS applications such as satellite navigation and street views are now freely available
However, in the early days of GIS the hopes were for much more complex uses of
the technology than these simple consumer applications. In particular GIS was seen
as a way of justifying the expensive operation of conducting population censuses
as it would provide the ‘ground truth’ required by other attribute data. This paper
briefly looks at whether the hoped for benefits and opportunities that GIS technology
was seen to offer have been met. This is done by considering the issues that where
highlighted in a review paper by Bond, Flowerdew, and Brown (1999).

2 Review of perceived issues

In Worrall and Bond (1996) an extended definition of GIS was given:

‘.. a computer-based system for capturing, storing, manipulating, analysing and
visualising spatially referenced data and integrating it with other computer based
information; a toolkit for the modelling and analysis of complex research, manage-
ment and planning problems; and a system to support decision makers by enabling
them to structure problems and identify potential solutions for evaluation’

(Worrall and Bond (1996, p.366))



.

In the early years it was forecast that the real potential of GIS was that it was likely
to lead to the development of new spatial analytical techniques that would utilised
both the attribute and topographic data. This would allow for rigorous analysis of
the spatial dimension of many real world problems. Until then most spatial issues
were dealt with by visualisation or simple spatial correlation coefficients. To this
end there was much discussion on the need for vector rather than raster topographic
data. The idea was that the topographic data would become an integral part of the
new techniques that would be developed. However, very accurate vector data was
expensive to obtain needing high quality digitising. So the issue was whether there
was attribute data of a quality that could make use of such digital data. Outside
of the countries that had moved to a registered based system the only dataset that
seemed to fit this requirement was the census of population. Thus it was argued
that Censuses and GIS, though both expensive, could be justified on the synergy
and value added (Bond 2000).

Even with such detailed data there were many issues. Firstly the issue of con-
fidentiality meant that data could not be released except in aggregate form, so
the modifiable area unit problem attracted much attention. The use of dasymet-
ric mapping to help address this problem had attracted little attention (Langford
and Unwin 1994). More emphasis was being placed on the role of artificial intelli-
gence and the possibility of geographic analysis machines (GAMs) (Openshaw 1992).
Many felt that small area estimation techniques could provided spatially disaggre-
gated data, for decision making purposes, using surveys and the population census
for ‘weight’ (Pfeffermann 2002). Then, given the prevalence of the New Public Man-
agement(NPM) paradigm in the public sector at the time (Bond and Ramsey 2013),
the issue of cost recovery for data was seen as a major handicap in the development of
effective GIS. Finally the issue of visualisation was attracting considerable attention
(Hearnshaw and Unwin 1994). The main issue was whether non-specialists could
correctly interpret spatially presented information.

3 NPM and Open Data and Software

A big fear in the 1990s was the move towards agency based structures in the profes-
sional public sector would lead to ‘silos’ of information for which even other public
sector bodies would have to pay the market price (Worrall and Bond 1996). Such a
fear proved unfounded, as while most National Statistics Offices (NSOs) and other
bodies responsible for data production restructured in-line with the New Public Man-
agement paradigm, few adopted a cost-recovery model. The general argument was
that public funds were used to collect the data and so the public should not be
charged twice (Bond and Ramsey 2013). In recent years the move has been the
other way, with a growth in the open data movement, its impact on GIS is discussed
in Bond (2013).

An interesting development has been the increase in what is known as ‘volunteer ge-
ographic data’ (Haklay 2010). This can be described as data provided by individuals
rather than formal organisations. As well as open data there has been a growth in
open source GIS software (Steiniger and Hunter 2013). Whether these developments



have addressed the issues of cost is open to debate, in particular the issue of quality
has still to be decided (Ellul 2012).

4 Cognitive issues

The issue of spatial literacy continues to be researched, though mostly in relation to
pedagogic issues (Nazari and Webber 2011). There would appear to be more interest
in cognitive issues in the area of remote sensing (Burwell, Jarvis, and Tansey 2012).
It is often assumed that users are spatially aware and the issue is the usefulness of
spatial interfaces as part of information portals (Huang 2011). The impact of software
such as Google maps on spatial literacy is, apparently as yet, an unresearched area.
The role of spatial visualisation still seems to be a neglected area for NSOs (Bond
and Ramsey 2009). This raises the issue of whether public sector statistics bodies
have the expertise to develop spatial interfaces to or provide spatial representation
of their data (Robinson, Yu, Zeller, and Felten 2008).

5 Spatial analysis

Whilst there have been considerable developments in both the spatial analysis of
remotely sensed and medical imagery data there has been little development in the
area of statistical inference using spatially referenced socio-economic data. A few pa-
pers use techniques that take account of the spatial aspects of the data. For example,
Fotheringham, Kelly, and Charlton (2013) used geographically weighted regression
to explore demographic aspects of the Irish potato famine and Lofters, Gozdyra, and
Lobb (2013) described cancer mapping using traditional Moran I indicators. There is
a considerable volume of work looking at linking spatially referenced data. An inter-
esting example is Li and Weng (2007), they linked both socio-economic and remotely
sensed data to develop a ‘quality of life index’. Others have tried to develop histori-
cal, spatially disaggregated series by interpolating data (Gregory, Marti-Henneberg,
and Tapiador 2010).

6 Defining spatial units

The modifiable area unit problem continues to attract attention (Flowerdew, Manley,
and Sabel 2008). The issue of how to define area units has also received considerable
research (Cockings, Harfoot, Martin, and Hornby 2011). This has been an ongoing
problem in countries that do not use register based systems. For some the issue
is of high political significance, for example, in Shuttleworth, Lloyd, and Martin
(2011) the implications for the highly segregated population of Northern Ireland is
considered.

7 Dasymetric Mapping and Small Area Statistics Estimation

In recent years the use of dasymetric mapping to help address the modifiable area
unit problem has come to the fore. However there are still many issues to be resolved
(Langford 2013). Most of the research in the area is concerned with linking socio-
economic data to more finely defined remotely sensed data to infer the likely spatial
distribution of the attribute data.



Recent examples of dasymetric mapping of census data have generally been concerned
with trying to model the spatial distribution of the data at a finer resolution than
enumeration districts. For example, in Batista e Silva, Gallego, and Lavalle (2013)
CORINE land use data is used to produce a European wide population grid at 100
metres by 100 metres resolution. In Bhatta (2010) the use of remotely sensed data
for exploring urban growth and sprawl is discussed. Briggs, Gulliver, Fecht, and
Vienneau (2007) uses both CORINE land cover and DMSP light emissions data to
model population density. Issues surrounidng the use of fine level satellite imagery
data is discussed in Lung, Luebker, Ngochoch, and Schaab (2013). One interesting
use is given in (Stimson and Shyy 2013) where voter patterns are inferred using a
mixture of small area estimation and dasymetric mapping. Small area estimation
continues to be developed, especially inetresting developments are in the area of
multi-level and state-space modelling (Pfeffermann 2013). Though, in many cases
the survey data to which the population is giving weight is of limited size to be safe
to use (Asthana and Gibson 2008, Vallejo-Torres, Morris, Carr-Hill, Dixon, Law,
Rice, and Sutton 2009).

8 Conclusions

In this paper the issue of whether the predicted joint benefits of GIS and popula-
tion censuses have materialised in recent years is considered. Whilst GIS has moved
from being an expensive research tool to the general public domain, the killer ap-
plications such as satellite navigation and street views have not required population
censuses. The hoped for added value that GIS would give to population censuses
has not developed. Population censuses still provide ‘ground truth’ in modelling the
spatial distribution of socio-economic attributed data but whether this can continue
to justify their costly existence is questionable. Whether the rise in open data will
provide less costly alternatives is an area for future research.
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