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In this paper a model-dependent approach for multivariate hierarchical normal 
modelling that accounts for informative probability sampling of first and second level 
population units is developed. The approach involves extracting the hierarchical 
model holding for the sample data given the selected sample as a function of the 
corresponding population model and the sample selection probabilities, and then 
fitting the resulting sample model using Bayesian methods. This approach was 
developed earlier for univariate responses (Pfeffermann, Moura & Silva, 2006). An 
application of the approach is presented for modelling jointly Mathematics and 
Portuguese Language proficiency scores obtained from a Brazilian evaluation study of 
basic education conducted by the Brazilian National Institute of Education Research 
(INEP). The scores stem from applying Item Response Theory models to test results 
from the ‘Prova Brasil 2009’ study. A two-level multivariate hierarchical normal 
model is fitted, where the students and schools are the (first level) units and the groups 
(second level units) respectively. The analysis is restricted to the students from the 8th 
grade in elementary schools from the municipality of Rio de Janeiro. Simulation is 
also carried out in order to assess the frequentist properties of the approach.  
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1. Introduction 

Multilevel or hierarchical models are frequently used to model socioeconomic 
data in a variety of contexts. In many applications modeling is carried out with data 
obtained from complex sample surveys, possibly with informative sample designs 
and/or response. Sample designs and response mechanisms are said to be informative 
when the model holding for the observed sample is not identical to the model holding 
for the population which the sample aims to describe. 

When the sample design or response mechanism is informative, ‘naïve’ fitting of 
the multilevel model to the sample data without accounting for the design and/or 
response mechanism will produce inadequate inference for the model holding for the 
population (Pfeffermann, Moura & Silva, 2006), in the sense that it may yield biased 
estimates for the model parameters and for the mean square errors of the parameter 
estimates. 

To tackle this issue, several approaches were developed which attempt to 
incorporate survey design weights in the estimation of the multilevel population model 
parameters – see for example Pfeffermann et al (1998), Kovacevic & Rai (2003), 
Grilli & Pratesi (2004), Asparouhov (2006), and Rabe-Hesketh & Skrondal (2006). 
Following an alternative path, Pfeffermann, Moura & Silva (2006) proposed using the 
‘sample model’ approach for multi-level modelling under informative multi-stage 
sampling. Their approach first extracts the hierarchical model holding for the sample 
data given the selected sample, henceforth called the ‘sample model’, as a function of 
the corresponding population model and the first- and lower-level sample selection 
probabilities. It then fits the ‘sample model’ using Bayesian methods.  

The general ‘sample model’ approach was first considered by Krieger & 
Pfeffermann (1997) for testing of population distribution functions, by Pfeffermann & 
Sverchkov (1999, 2003) for the fitting of linear and generalised linear population 



regression models, and Sverchkov & Pfeffermann (2003) for the prediction of finite 
population totals. Pfeffermann & Sverchkov (2007) used this approach to obtain small 
area estimates under informative sampling. In the small area estimation context, 
Verret, Hidiroglou & Rao(2010) used the survey weights as an additional auxiliary 
variable when fitting a model to the sample and/or in the estimation of means and 
MSEs using the pseudo-EBLUP approach proposed by You and Rao (2002). 

All of the above mentioned approaches attempt to estimate the parameters of the 
population model accounting for the sample selection and possibly also response 
probabilities. None of the above papers dealt with the case when the proposed 
population multilevel model is used to explain a multivariate response. Multivariate 
responses emerge in the context of educational assessment studies where students are 
assessed using two or more proficiency tests, each test providing a proficiency score. 
Such scores are typically correlated even after conditioning on covariates. 

In this paper the sample model approach is applied for multivariate hierarchical 
normal modeling of sample data accounting for informative probability sampling of 
first and second level population units. The approach consists of first extracting the 
hierarchical model holding for the sample data given the selected sample as a function 
of the corresponding population model and the sample selection probabilities, and then 
fitting the resulting sample model using Bayesian methods. This approach evolved 
from similar models developed earlier for univariate responses. 
 
2. Population and Sample Models 
 

Let y denote a vector of response variables of interest, and x a vector of auxiliary 
variables. We consider the following multivariate multilevel (or hierarchical) model 
given by: 

y��� = �′����� + ν�� + ε���         (1) 
where yijk denotes the value of the k-th response variable for unit j in group i, xijk is the 
vector of auxiliary variables used to explain the k-th response variable for unit j in 
group i, �� denotes the vector of regression coefficients for the k-th response variable, 
ν�� is the common random intercept for the k-th response variable for all units in 
group i, and ε��� is the unit level error for the k-th response variable for unit j in 
group i, k=1,…,p, j=1,…,Mi, i=1,…,N.  

We consider also that the random intercepts are given by: 
ν�� = 
′���� + η��           (2) 

where zik is a vector of group level auxiliary variables used to explain the intercept for 
the k-th response variable for units in group i, ��  is the vector of regression 
coefficients for the intercept of the k-th response variable, and η�� is the group level 
random error for the intercept of the k-th response variable. 

Here we assume that the vectors 
� = �η��, … , η���′  are independent and 
identically (IID) distributed as ��(�; 	�), where MN denotes the multivariate normal 
distribution. We also assume that the vectors ��� = �ε���, … , ε����′  are IID 
��(�; 	�), and are also independent of the 
�. 

The model defined by (1) and (2) plus the independence and distribution 
assumptions is called here the ‘multivariate random intercept regression model’ 
(MRIRM). It contains as unknown hyper-parameters the vectors of coefficients 

� = ��′�, … , �′�� ′ and � = ��′�, … , �′�� ′ and the variance matrices	� and 	�. 

We further assume that the sample data are obtained by a two-stage sampling 
scheme. In the first stage, n<N groups are selected with inclusion probabilities  � that 
may be correlated with the random effects 
�. In the second stage, mi second-level 
units are sampled from group i selected in the first stage. Second stage sampling is 
carried out with conditional inclusion probabilities  �|� = #$(% ∈ '�|( ∈ '), where si 
denotes the set of units sampled within group i and s denotes the set of groups selected 



in the first stage. These conditional probabilities may be correlated with the outcomes 
)�� = �*���, … , *����′ even after conditioning on the regressors xij. 

To obtain the sample model corresponding to the MRIRM defined by (1) and 
(2), we first consider a model to incorporate informative sampling of the groups 
(first–level units). Hence we assume that the groups are sampled with probability 
proportional to size (PPS), with the sizes Mi satisfying: 

+log(��) |/0, σ12 	3~�(5′�7 + /′08;σ12 )       (3) 
where 5� is a q-vector of group level regressors for the group sizes, 7 is a q-vector 
of regression coefficients for the group sizes,	/0 = �9��, … , 9���′  and 
8 = �:�, … , :��′ is a vector of regression coefficients for the random intercepts in the 
model for the group sizes. 

Note that equation (3) becomes also part of the population model. Following 

Pfeffermann et al (2006), the sample model defining the conditional distribution of the

iν  given inclusion in the sample is: 
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where = i ipμ μi 1( ,..., )'μμμμ , with ′=ik ik kμ zzzz γγγγ  for k=1,…,p. 

It is not difficult to show that: 

i

i

π
π

p i
i i

p

E ( | ) 1exp ( )' )E ( ) 2
 ′≈ − − 
 

νννν
ν μ α α Ωαν μ α α Ωαν μ α α Ωαν μ α α Ωα        (6) 

Substituting (5) and (6) into (4), we have after some algebra: 
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Therefore, the density distribution function in (7) is Multivariate Normal with 

mean = +s
i iμ μ Ωαμ μ Ωαμ μ Ωαμ μ Ωα and variance-covariance matrix ΩΩ =s . We also have 

′ ′= + + 2 2
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For the special case with p=2, developed in the application, we have:  
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Suppose that, within the selected groups, the units are sampled by 

disproportionate stratified sampling, with the stratum membership ijO depended on 

the vector of outcome values	yUV . For example, let ′= + +ij ij ijp b φ0 1y by by by b with 

2
ij φφ σ~N(0; ) and independently distributed. Let =ijO 1 (corresponding to stratum 

1), if <ijp c1 , and =ijO h , if h- ij hc <	p <c1 , for =h H2,..., .  



The sample model defining the conditional distribution of ijy  given inclusion 

in the sample is: 
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where ′= 2
φb σ0 1ψ ( , , )bbbb .  

It can be shown that: 
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where i
hf  is the sampling fraction in stratum h, for h=1,…,H, of group i; 
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3. Illustration 
 

Multilevel models have been frequently used in educational assessment studies 
to model the proficiency scores of students as a function of student and class or school 
regressors. Most of these studies model a single proficiency score as the response, 
using the univariate multilevel model. 

Here an application of the MRIRM is presented for modelling jointly 
Mathematics and Portuguese Language proficiency scores obtained from a Brazilian 
evaluation study of basic education conducted by the Brazilian National Institute of 
Education Research (INEP). The scores stem from applying Item Response Theory 
models to test results from the ‘Prova Brasil 2009’ study. A two-level multivariate 
hierarchical normal model is fitted, where the students and schools are the (first level) 
units and the groups (second level units) respectively. The analysis is restricted to the 
performance of students from the 8th grade in elementary schools from Rio de Janeiro 
municipality. There were 34.867 students with complete proficiency and predictor 
variables for this grade in the city, distributed in 440 schools. 

‘Prova Brasil 2009’ obtained Mathematics (y1) and Portuguese Language (y2) 
proficiency scores for all students in the 8th grade in elementary schools who attended 
the exam. Therefore it is not a sample survey. However, to illustrate the potential 
effects of informative sampling when fitting the model, we considered an informative 



sampling design that samples 50 schools using a PPS design, with the number of 
tested pupils in the school as the size measure, and then sampled 10 students within 
each school by simple random sampling, thus leading to samples of 500 students. The 
design may therefore be informative at the school (first stage) level. 

We fitted the target model to the population data, where 47 main effect 
predictors were considered for the initial model fitting. We then performed model 
selection by backward elimination, and retained a model with only 8 predictors. 
Samples of 500 students were then selected using the specified design, and the same 
main effects model with 8 predictors is fitted to each sample. Simulation estimates of 
the Bias and Root Mean Square Error of the population model parameters are 
computed from deviations of the sample model estimates to the estimates obtained 
fitting the model to the full population dataset.  
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